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ABSTRACT
In this position paper, we propose to develop a system that takes input data from different sensors
on physiological behaviors such as Pupil Diameter, Blinking Rate, Heart Rate, Heart Rate Variability,
and Galvanic Skin Response to estimate users’ mental load (see Sidebar 1). We firstly aim to collect
data on these behaviours and then intend to understand the correlation between them and later
want to predict an estimate of cognitive load in real-time. We hope to use this measure during
Human-Computer Interaction and Human-Robot Interaction to personalize our interfaces or robots’
behaviour according to user mental load in the real-time.

CCS CONCEPTS
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INTRODUCTION
With the advancements in the field of Machine Learning and Artificial Intelligence, there lies a huge
interest in the Human-Computer Interaction (HCI) and Human-Robot Interaction (HRI) communities
to implement ways in which user interfaces or robots can adapt to users characteristics [1]. One of
the user traits rests in the amount of cognitive load faced during the HCI. The amount of cognitive
load has been identified to influence the users’ performance during different tasks in an HCI scenario
[15].

Cognitive load refers to the amount of effort placed on the workingmemory during a task. According
to the Cognitive Load Theory [21], there are three different types of load produced during problem-
solving or learning: 1) intrinsic load, 2) the extraneous load and 3) the germane load.

(1) Intrinsic load depends on the complexity of the structure of the material and its association
with the learner.

(2) The extraneous load is caused by the way this material is presented to the learner.
(3) The germane load is a result of the learner’s ability to assimilate the material.

On the other hand, cognitive load is also defined as a construct that can be measured in three
dimensions: 1) mental load, 2) mental effort and 3) performance [22]. In other words, past research
indicates that cognitive load and mental load are related to each other in terms of the working memory.
Therefore, we will be using them interchangeably. It is also interesting to note that the amount of
workload varies between individuals [2]. This suggests that the amount of working memory is different
for each individual. Thus, it highlights the significance of measuring the amount of the mental load
in real-time in order to adapt the Interface during the HRI or HCI. Consequently, we are also involved
in creating the technology that can adapt to the user’s mental load in real-time. More specifically,
we want to personalize the behaviour of the robot or adjust the information on the user interface to
adjust humans mental overload.
Past research has indicated that it remains an open challenge to best estimate the individual’s

mental load in real-time [4, 14]. It suggests that mental load can be measured in three different ways:
through subjective rating questionnaires (NASA Task Load Index1), through physiological sensors,1 NASA Task Load Index -

https://humansystems.arc.nasa.gov/groups/TLX/
downloads/TLXScale.pdf

or through performance-based objective measures (Mathematical Equations). However, subjective
rating-based and performance-based objective measures are limited and cannot be utilized in real-time
during HCI or HRI to adjust the interface or the behaviour of the robot. On the contrary, existing
literature has highlighted different physiological measures that are continuous and can be used
estimate mental load in real-time [14]. These measures include Pupil Diameter (PD), Blinking Rate
(BR), Heart Rate (HR), Heart Rate Variability (HRV), Electroencephalography (EEG) and Galvanic Skin
Response (GSR). Each of these methods have been shown to measure mental load during various tasks
however each of them has their limitations. For instance: Eye activity (PD, BR) may not be suitable
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for tasks requiring continuous reading. Similarly, the sensitivity of pupil changes in cognitive load
diminishes with age [25]. Additionally, the HRV may depend on the physical fitness of the individuals
[10]. It is, therefore, significant to understand the relation between these physiological behaviors
under different tasks or circumstances with each other and also onto each other. As our long-term goal
is to estimate user’s mental load in real-time to personalize interfaces or robot’s behaviour, therefore,
we believe that understanding the relationship between different physiological behaviour is vital
and will help us in achieving our long-term goal of creating a model that takes various physiological
behaviours as input to estimate mental overload or cognitive load in an efficient manner.

To achieve our long-term goal, we are currently collecting data from various physiological sensors
to understand the relationship between aforementioned physiological behaviours under various task
during HCI and HRI respectively [11, 17, 26]. Building on the prior work, this position paper proposes
a system that could estimate a user’s mental load during HCI and HRI in real-time. Our system will
take various physiological features such as PD, HRV, HR, BR, and GSR as inputs and later these inputs
will be used to implement a linear mixed-effects regression model to estimate the amount of user’s
cognitive load or mental load in real-time. We believe that such a system would help in adapting user
interface and robot’s behaviour during HCI or HRI and will in term improve user task performance.

RELATEDWORK
In the past, empirical findings have highlighted a relationship between mental load or cognitive load
and various physiological behavior (PD, HRV, HR, BR, GSR and EEG). It has been shown that the HRV
reduces with an increase in the amount of cognitive load during a range of computerized tasks [13].
Similarly, another study observed an increase in HR with an increase in the difficulty level of the task
or in other words in a situation demanding higher cognitive load [5]. In addition, we find a body of
literature that suggests that pupil diameter increases with an increase in the number of mental load
[16, 18]. Moreover, research suggests that the average number of blinks per minute in normal healthy
adults varies according to the task. A study conducted with 150 adults showed that individuals on
average blink four to five times per minute during a reading activity. Similarly, the rate of blinking per
minute is higher during resting (17) and during conversation (26) [3]. Later, it has been shown that
the blinking rate is minimized in the case of higher mental overload [6].
In summary, we find enough empirical evidence from past research implying that the change in
the physiological behavior can be attributed to cognitive load or mental load and it also refers to
various levels of mental processing. It is also important to note that the data collected on physiological
behaviors through the various state of the art sensors is not only continuous but is also a robust
and accurate representation of the particular behavior [7, 24]. It has been highlighted that users are
required to wear cumbersome equipment, however, with the advancement of design and technology,
existing solutions have been devised to collect such data in non-invasive ways.
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In relation to our long-term goal, we currently find empirical evidence that few of the physiological
behaviors are correlated with each other. For instance, both pupil dilation and blink-eye rate were seen
to be correlating with each other in a digit-sorting task [19]. However, to the best of our knowledge,
the relationship between all these behaviors have not been explored and is necessary to efficiently
create an estimation for cognitive load or mental load. As highlighted we need to understand the
relationships between different behaviors because this can help in creating a linear mixed-effect
regression model that may estimate mental load in real-time during HCI or HRI. Consequently, We
are currently conducting studies in order to collect data on these behaviours and also analyzing the
relationships between different physiological behaviors.

System Description
We propose to develop a system that takes input based on different physiological behaviors grounded
in the literature to estimate mental load or cognitive load. In this section, we describe our method to
collect data from different sensors on various physiological behaviours.
To get data on blinking, we used a real-time algorithm that uses facial landmarks [20]. We firstly

trained our Convolutional Neural Network (CNN) on the existing closed eyes in the wild dataset
[23]. We later take each frame from the camera and crop the eyes and process the cropped images
using the trained CNN. We then take the mean of the predictions and count the consecutive close
predictions. If they meet the threshold, we count it as a blink.

To get data on pupil diameter in real-time, our system connects the Tobii Pro 2 eye-tracking glasses
using the Tobii Pro Glasses 2 Python controller [24] library over Wifi with a computer. The system
provides information on the cognitive load of the participant at 17 fps. After an elementary calibration
phase that takes advantage of the pupillar light reflex [9], the system is able to track the user’s
cognitive load, based on an empirically set threshold. Our system provides a running average ζ , of
pupil diameter:

ζ (d) =
∑N

t=1 dt

N
where dt is the current pupil diameter and N the number of frames. It further provides a windowed
average:

ζ (d) =
∑15

t=1 dt

15
where the average is calculated based on the past 15 frames only. Furthermore, our system provides a
running peak estimation where we assume that when the size of the pupil is larger than 70% of the
maximum the cognitive load is high [12].

To collect data on HR and HRV, we used the EliteHRV coreSense device [8]. The device comes with
an API and works in the following manner. The HRV is calculated through receiving the R-R intervals
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directly from the device. R-R intervals refers to the small changes (milliseconds) in the intervals
between successive heartbeats. After performing necessary data cleaning, a Root Mean Square of
Successive Differences (RMSSD) calculation is applied to the R-R intervals. Later, a natural log (ln) is
applied to RMSSD. The ln(RMSSD) is expanded to generate a useful 0 to 100 score to give a value of
HRV [7].

To collect data on the galvanic skin response, we used GSR device from ProComp Infiniti of Thought
Technology Ltd.

In the current setup, we are collecting data simultaneously from all the sensors and trying to
understand the relationship between them. Upon successful collection of data, we hope to analyze the
data through running Pearson’s correlation to understand the relationship between these behaviours.
We later intend to device a linear mixed-effect regression model to index cognitive load in real-time.

Conclusion and Future Work
In the paper, we proposed an idea of a system that could potentially provide a robust non-intrusive
measurement of mental workload in real-time during HCI. Our future work is focused on the imple-
mentation of our model and later testing it during various HCI and HRI scenarios.
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